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Summary

In [1] we address the limitation of a lack of diversity in the caption output
from Image Captioning models with an encoder-decoder architecture. While
these models are successful at generating grammatically correct captions that
score highly on the standard n-gram metrics for this task, they unfortunately
demonstrate a preference for generic captions that avoid the more unique aspects
of each image.

To quantify the problem, we identify a set of metrics capable of directly
measuring the diversity in the model’s output. We then demonstrate how to
improve the diversity of a previously trained Image Captioning model through
unsupervised specificity optimization guided by an Image Retrieval model. By
optimizing for specificity, we achieve a meaningful increase in diversity with
the objective to generate unambiguous captions that perform well on an Image
Retrieval task. The quantitative result is an improvement over the previous
state-of-the-art on two out of three diversity metrics. Qualitatively, we observe
an increased attention to detail in the captions.

Our source code is made available online for the benefit of future research
(https://github.com/AnnikaLindh/Diverse_and_Specific_Image_Captioning).
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