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Abstract. This research paper investigates the running of object de-
tection algorithms on low-end devices to detect individuals in images
while leveraging cloud-based services to provide facial verification of the
individuals detected. The performance of three computer vision object
detection algorithms that utilize Convolutional Neural Networks (CNN)
are compared: SSD MobileNet, Inception v2 and Tiny YOLO along with
three cloud-based facial verification services: Kairos, Amazon Web Ser-
vice Rekognition (AWS) and Microsoft Azure Vision API. The results
contribute to the limitations of running CNN based algorithms to solve
vision tasks on low-end devices and highlights the limitations of using
such devices and models in an application domain such as a home-
security solution.
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1 Introduction

Computer vision is the theoretical and technological concern that arises when
building an artificial system capable of obtaining information from images or
multi-dimensional data. Object detection is a process widely used in computer
vision, and image processing, to detect semantic objects of a particular class (e.g.
cat, fire hydrant, human) in digital images or video. Typically, object detection
algorithms require a collection of pre-annotated images to extract features re-
lated to a specific class. These images are fed into a supervised learning algorithm
resulting in the creation of a trained model. This model enables the detection
of class instances in an image or video that has not been processed before. Ap-
proaches required to solve computer vision problems are typically categorized
into one of the following:

Image Classification : Algorithms that have the task of solving vision prob-
lems where predicting a single correct label for an object within a given image
from a predefined set of labels is the goal.
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Classification & Localization : Algorithms that have the task of predict-
ing the correct label of an object and are also expected to display a bounding
box around the objects (x, y)-coordinates [1]. “Classification & Localization”
techniques are usually applied to tasks for making predictions based on one ob-
ject within a given image, for problems with multiple objects within an image
Object detection and/or Instance Segmentation is usually applied.

Object Detection : This is used to classify multiple objects within an image,
it not only attempts to solve the problem of correctly predicting a correct label
for each object but it is required to place bounding boxes around each object’s
(x, y)-coordinates [2].

Image Segmentation : Similar to Object Detection, instead of placing bound-
ing boxes around the objects within an image, this process groups pixels based on
the similarity of their characteristics in order to display objects in a meaningful
way that simplifies analysis [3].

ImageNet [4] is a public dataset that consists of 14,197,122 images. Comprised
of 20 thousand classes of real-world objects, it has been used as a benchmark on
how well algorithms compare relative to each other. Competitions such as the
ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) are organized
and hosted by ImageNet on an annual basis, enabling research teams to evaluate
the performance of their computer vision algorithms. The ILSVRC has seen
classification models’ accuracy improve and their error rates decrease. Prior to
2012 classification models entered had an average error rate of up to 25.8%. In
2012 an algorithm based on a CNN called AlexNet was created. AlexNet entered
and won the ILSVRC with an error rate of 16% with the closest rival achieving
an error rate of 26% [5].

CNNs’ [6] can be described as a construct of neural networks [7]. A CNN has
the benefit of being a form of feature extraction that can detect the layers of a
feature from a simple to complex representation.

AlexNet is an adaptation of earlier work into CNNs published by Y. LeCun
where an architecture called “LeNet-5 ” [8] was built for the purpose of character
recognition tasks such as reading digits and zip codes. AlexNets adaptation of
the LeNet-5 model is seen as a turning point in machine vision algorithms. It
has resulted in the architectural design being widely adopted and a multitude
of similar approaches being investigated. Since the creation of AlexNet several
algorithms have modified their underlying architectures resulting in a decrease
in the Top-5 error rate of those models e.g. In 2015 a proposed model from
Microsoft achieved an error rate of 3.57% [9].

The application domain for the purposes of this research paper is a home-
security solution. The solution would provide intruder detection locally and facial
verification (to authorize users) via a cloud-based service. This necessitates one,
or more, low-end devices that are capable of acquiring a video feed to provide
input for the home-security solution. A low-end device is a device that has con-
straints in terms of hardware resources, typically they consist of a single-core
processor and a limited amount of RAM. They do not have sufficient resources
to run traditional operating systems such as Linux/Free BSD, Windows-based
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systems but instead opt for a scaled-down Debian Linux distribution [10]. How-
ever, they are affordable and could provide an economical solution in an applied
setting.

The reason for choosing a home-security solution as the domain is twofold:
firstly, the self-evident utility for object detection within the domain; secondly
the authors consider it an exemplar capable of demonstrating the benefits that
combining object detection and low-end devices have to offer.

The running of vision tasks is feasible as long, as the model parameters fit
within the computational resources available to the device on which the task is
running and a sufficient level of accuracy can be provided such that the device
retains its utility. Vision tasks require a large amount of computing power in
order to run effectively so this is a significant challenge for low-end devices.

2 Related Work

Several research papers in the area of computer vision and its application to
home-security have been published in recent years.

In [11] a home-security surveillance system with SMS based alerts is pre-
sented, the research describes the possibility of using frame separation “k-means”
using “Background Subtraction” as a means of object detection, once an object
had been detected the homeowner would receive an alert via a GSM-based alert
system. In [12] research detailing a Raspberry Pi combined with a PIR sensor
that enables an attached camera to acquire images based on motion detection
is presented. Once facial features are detected, the DCT facial recognition al-
gorithm [13] is used to compare images. It was stated that the PIR sensors
affect-ability is estimated to be 1.22 meters with homeowners being alerted via
a GSM alert when an unknown facial feature is detected.

Prior publications from the same authors [14] detail the use of body detec-
tion using features based on “histogram of oriented gradients” [15]. Similarly, in
another publication [16] the application of OpenCV [17] using “Haar Cascade”
[18] to detect facial features is discussed.

A similar theoretical approach is taken by the work detailed in this paper,
in that an image is captured if the motion sensor on the Pi is triggered and
if facial features are detected within the captured image these are sent to the
homeowners’ mobile device via SMS. However, [16] [14] [12] do not incorporate
facial verification into the platform as a means of notifying the homeowner nor
does it deal with the limitations that can be found with “Haar Cascade”. This
paper details the use of a real-time video feed for the detection of both object-
based and facial detection.

3 Experimental setup

The intent of the experimental work is to evaluate the robustness and assess the
associated limitations when developing systems that require object detection to
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be integrated into low-end devices, such as a home security system. This will in-
clude the processing of digital images using three cloud-based facial verification
services: Kairos API, Amazon Web Service Rekognition and Microsoft Azure
Face API. To that end, the experimental work will focus on two real-time object
detection techniques:

You Only Look Once (YOLO) [19] is an Object Detection model released
in 2015 with a performance accuracy of 58.7% (based on VOC 2017 data set) [19].
YOLO applies a CNN which takes the complete image and divides it into regions
and calculates predicted bounding box probabilities for each region. Bounding
boxes are weighted by the predicted probabilities and increasing or decreasing
the threshold of the weights reduces or increases the number of bounding boxes
displayed in an image [20] as depicted in Figure 1

(a) 0.5% threshold. (b) 0.1% threshold.

Fig. 1: YOLO Object Detection

Single Shot Detector (SSD) [21] was released in 2016 and has an accuracy
performance of over 74%. Similar to YOLO, SSD uses the concept of applying a
CNN to the complete image. The image is passed through multiple convolutional
layers; each layer operates at a different scale [22] squeezing the layers from 3x3
down to 1x1. This enables the network to detect an object within the image at
various scales. SSD discards the fully connected layer and adds instead a set of
auxiliary layers. This enables the network to extract features at multiple scales
and progressively decreases the size of the input to each subsequent layer [21].
SSD does not classify objects based on threshold sensitivity by default, rather it
classifies them based on the Top-5 predictions.

It is envisaged that the results will enable informed decisions to be made
when selecting an appropriate object detection algorithm for an application do-
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main that utilizes low-end devices, the suitability of an algorithm will become
apparent and trade-offs such as accuracy vs. run-time evident. A Raspberry Pi
3B consisting of a quad-core ARM Cortex-A53 1.8 GHz ARM v7 processor with
2 GB RAM was used. An 8 Megapixel Sony IMX219 Image Sensor NoIR camera
would be attached to the Raspberry Pi. The specification of the NoIR camera
is the following:

Lens: f=3.04 mm, f/2.0
Angle of View: 62.2 x 48.8 degrees
Field of View 2.0 x 1.33 m at 2 m

4 Experiments

4.1 Object Detection Evaluation

The goal of this section is to evaluate the performance of the object detection
models. Considerations to be kept in mind while evaluating the system are the
run-time of a given model when classifying the presence of a human and the
accuracy of that classification. Two experiments were carried out for each object
detection model: (1) Average Execution Time and (2) Maximum Distance and
Classification accuracy based on the following three models:

SSD MobileNet [23] was designed by Google for Mobile devices and em-
bedded vision applications. This model has a total of 3,191,072 Neurons
across 22 hidden layers [7]. It has a Top-1 accuracy of 71.1% against the Im-
ageNet database. Top-1 accuracy refers to the classifier guessing the correct
answer with the highest score.

Inception v2 [24] was designed by Google as a scaled down version of In-
ception, Inception having been introduced in 2014 when it won the ImageNet
competition. SSD Inception v2 has 10,173,112 neurons across 22 hidden lay-
ers, with a Top-1 accuracy of 73.9% against the ImageNet database.

Tiny YOLO [25] is a scaled down version of YOLO (and is also open
source), the model comprises of approximately 1,000,000 Neurons across 16
hidden layers, with a Top-1 accuracy of 58.7% and Top-5 accuracy of 81.5%.

Average Execution Time: The intent of this experiment is to find the aver-
age execution time in which a model is able to classify objects within a static
image while running on a Raspberry Pi device. The first experiment processed
30 images (96x96 pixels) taken from STL-10 Image Recognition data-set [26]
with the processing time being recorded.

Prior to carrying out this experiment, it was anticipated that MobileNet
would have a lower execution time than Inception or Tiny YOLO as the model
had been designed for running on mobile devices and embedded systems. Simi-
larly, the model has the lowest number of Neurons associated with its CNN and
the reduced computation overhead should be reflected in its execution time.
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The three models were evaluated: MobileNet, Inception and Tiny YOLO. As
expected MobileNet returned the best execution time, followed by Inception and
then Tiny YOLO as depicted in Figure 2.

Fig. 2: Model Execution Time

Maximum Distance and Classification: The intent of this experiment is to
evaluate the impact of distance and light on a model’s ability to detect an object.
The experiment was carried out by taking static images of a person at various
distances from the camera. Each image was taken with high light pollution from
an overhead light in a hallway. Thereafter additional images were taken at the
same distance with low light pollution from a landing light located on the sec-
ond floor. Evaluating a model’s ability to detect an object under a variety of
lighting and distance based conditions, assists in determining its suitability for
an applied setting such as a home-security application.

The results, detailed in Table 1, indicate that the models perform robustly
when detecting a “Person” at 3.96 meters under both lighting conditions. In-
ception had the best all-round performance in its classification and prediction
scores, outperforming the MobileNet & YOLO models in 5/8 instances. Mo-
bileNet performed well and was able to detect objects in both light conditions.
However, it failed to classify an object under a low lighting condition within
0.61 meters. YOLO had the best performance for objects at a distance greater
than 3.05 meters, but as the object got closer to the camera, accuracy began to
decrease. However, it was successfully able to detect an object at 0.61 meters in
both lighting conditions.
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Person Detection Score

Distance (meters) Light MobileNet Inception YOLO

3.96 High 59% 86% 89%
3.96 Low 53% 58% 72%
3.05 High 66% 84% 98%
3.05 Low 64% 81% 69%
2.44 High 62% 88% 88%
2.44 Low 61% 87% 75%
0.61 High 97% 90% 33%
0.61 Low -% 82% 22%

Table 1: Distance Score

4.2 Facial Detection Evaluation

The purpose of the facial detection experiments was to evaluate, and compare,
the performance of the three cloud-based providers of facial detection services:
Kairos, Amazon Web Service Rekognition (AWS) and Microsoft Azure Vision
API. Understanding the limitations of facial recognition services is important as
they would be a critical component for the authorization of users availing of the
envisaged home-security system.

Kairos API is a cloud-based Software-as-a-Service (SaaS) offering that
provides users access to “facial detection and facial verification” services
[27]. Kairos stores facial imagery in a private database “Gallery” in-order to
verify facial features, no training is needed on the front-end of the application
as this takes place automatically. Users can add and remove people from the
gallery without the need of retraining.
Amazon Web Services Rekognition [28] is a cloud-based SaaS offering
that provides users the ability to “Detect facial features, Compare faces and
searching faces in a Collection”. Amazon Rekognition stores facial informa-
tion into a collection group called “Face Collection”. Running an “Index-
Faces” operation captures images that are sent to “SearchFacesByImage”
operation which produces a prediction score based on similarity of facial
features stored within the collection to the captured group.
Microsoft Azure Face API [29] is a cloud-based SaaS offering that pro-
vides users with the ability to “Detect, identify, analyse, organize, and tag
faces in photos”. Similarly to the Kairos API, the Face API uses a cloud
storage “PersonGroup” for known facial features and unlike Kairos the user
must train the group before using it, the model must also be retrained after
adding, or removing, people from the “PersonGroup”.

Facial Detection: In order to evaluate the facial recognition services, the
“Wider Face” data-set [30] (a publicly available data-set with over 30 thou-
sand images with a variance of scale, pose and occlusion) would be used as a
benchmark. Ninety images were randomly chosen across a variance of poses and
occlusion, the images were then manually inspected, and occurrence of faces
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indicated by an annotated bounding box. This enabled the robustness of the
cloud-based service providers to be ascertained and their ability to detect facial
features to be evaluated. A total of 199 faces were featured across the ninety
images, the evaluation showed that AWS had the best performance with 178
facial features detected. Thereafter came Kairos detecting 143 while Azure had
the lowest detection score with 135. The overall evaluation of facial detection
algorithms has shown that AWS Rekognition performs best with regard to the
detection of facial features, while Kairos and Azure are robust in the detection
of facial features, they do have limitations in their ability. both were limited in
their capacity to detect facial features that had at least a 30◦ angled away from
the camera. This was more prevalent towards Azure, effectively Azure was only
able to detect faces that are either directly angled towards the camera or slightly
angled in the direction of the camera as depicted in Figure 3.

(a) Azure (b) Karios (c) AWS

(d) Azure (e) Karios (f) AWS

Fig. 3: Facial Detection Comparison [30]

4.3 Application Domain Evaluation

The intent of this section is to evaluate the performance of the proposed appli-
cation domain. A home-security solution that provides intruder detection locally
and facial verification (to authorize users) via a cloud-based service running on a
low-end device. These experiments were conducted in a controlled environment
and evaluate the distance in which object and facial features are detected by the
envisaged application.
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Application Configuration and Setup The image size processed by the ini-
tial object detection model experiment “Average Execution Time” relating to
execution time was 96 x 96 pixels. A Raspberry Pi Camera has the ability to
support up to 3280 x 2464 pixels from a static image. It is assumed that the
run-time of the object detection models would increase proportionately with
the increase of pixel depth. As such it was decided to deploy the system using
MobileNet to achieve the best execution time at the expense of classification
accuracy. Amazon Web Service Rekognition performed best overall for facial
detection, however, due to the complexity associated with its configuration re-
quirements upon setup this approach is not considered sufficiently user-friendly
e.g. each user would need access to the AWS portal and have a user account
in order to create groups via Amazon Rekognition. As such, it was decided not
to use this platform in evaluating the application domain. Similar to Amazon
Rekognition, Azure had its own complexity introduced by requiring users to
retrain their model from the image collection (or “PersonGroup”) each time
a change occurs excluding it for consideration when evaluating the application
domain.

It was decided to integrate Kairos into the application for its ease of use and
it robustness for detecting features at a certain degree. Kairos does not require
the manual process of having to retrain the model each time a change is made,
reducing the complexity of our proposed system.

Experiments for the envisaged system carried out were as follows:

Experiment One: This will evaluate the distance at which an object detec-
tion model is able to detect human features, facial features and the Kairos
API facial recognition in a high-lit area, using a low-end device.
Experiment Two: This will evaluate the distance at which an object

detection model is able to detect human features, facial features and Kairos
API facial recognition in a low-lit area, using a low-end device.

Initial evaluations of the systems ability to detect facial features noted an
issue, in that once MobileNet detected an object, a continuous image capture
was triggered resulting in these images being continuously uploaded to the cloud-
based facial verification service until facial features were detected by Kairos.

This dramatically increased the number of API calls that were being made by
the system which could result in a higher running cost of such an application and
a reduction in facial classification performance due to the sheer volume of images
to be processed. MobileNet was not trained for the detection of facial features
and so would trigger the systems event-listener invoking functions resulting in
high usage of the Kairos API. In order to resolve this issue, it was decided that
the Open Source Computer Vision Library (OpenCV) using the “Haar Cascade”
algorithm [17] should be integrated into the system.

Integrating OpenCV would reduce the number of API calls to Kairos as
OpenCV would locally detect facial features before firing a call to Kairos’s facial
verification service. Once OpenCV was added to the application, we were able
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to proceed with the application domain evaluation.

Experiment One Results (high-lighting pollution) as depicted in Table
2 indicates that MobileNet was able to detect the features of a person at 3.96
meters during real-time processing, subsequently OpenCV was able to detect the
facial features of a person at 3.05 meters uploading the images to Kairos which
was capable of performing facial verification that resulted in a positive “Match”
at 2.74 meters.

Experiment Two Results (Low-lighting pollution) as depicted in Table 2
indicates that MobileNet was able to detect features of a person at 3.96 meters
during real-time processing, subsequently OpenCV was able to detect the facial
features of a person at 2.74 meters uploading the images to Kairos which was
capable of performing facial verification that resulted in a positive “Match” at
1.52 meters.

The results from both experiments indicates that low-end devices, such as a
Raspberry Pi, are capable of using CNN based object detection algorithms and
cloud-based facial recognition services and could potentially be utilized in an
applied setting such as a home-security solution. The results based on our “Ap-
plication Domain Evaluation” demonstrates that with MobileNet as the model
of choice, an accurate classification solution can be provided for the detection of
objects and facial recognition at varying distances.

Experiment Human Detection Face Detection Face Verification Kairos Result

One 3.96 Meters 3.04 Meters 2.74 Meters “Match Found”
Two 3.96 Meters 2.74 Meters 1.52 Meters “Match Found”

Table 2: System Evaluation

5 Conclusion

This paper investigated the running of object detection algorithms on a low-end
device such as a Raspberry Pi to detect individuals while leveraging cloud-based
services to provide facial verification of the individuals detected.

The performance of three computer vision object detection algorithms that
utilize CNNs were compared: SSD MobileNet, Inception v2 and Tiny YOLO
along with three cloud-based facial verification services: Kairos, Amazon Web
Service Rekognition (AWS) and Microsoft Azure Vision API.

The evaluation of SSD MobileNet, Inception v2 and Tiny YOLO demon-
strated the correlation between execution time in processing an image and the
compute power available to the underlying device. As was expected, the lower
the number of neurons associated with a CNN the lower the computational over-
head. This was reflected by a quicker response time when processing an image.
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As a result of evaluating Kairos, Amazon Web Service Rekognition (AWS) and
Microsoft Azure Vision API, it is evident that Kairos was capable of the detec-
tion of facial features of individuals detected.

The evaluations carried out demonstrate that low-end devices have sufficient
computing power to run certain object detection algorithms with a real-time
video feed. Object detection on a low-end device is not limited by the algorithm
but by the “compute power” available to it. It is envisaged that this may become
less of an issue as compute power increases into the future and object detection
algorithms for mobile devices are further researched and developed.

An application domain, in the form of a home-security solution, was chosen
to demonstrate the utility of embedding object detection algorithms in low-end
devices. The resultant system demonstrated that a low-end device such as a
Raspberry Pi is capable of human detection, being able to capture and identify
a person’s facial features and validate whether the person is known or unknown.
This is considered an acceptable use case as the prevalence of inter-connected
low-end devices continues to increase within the home.
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